
Explainable Deep Learning Model for EMG-Based 
Finger Angle Estimation using Attention 

Hyunin Lee, DongWook Kim, Yong-Lae Park



[1] Research Subject : Control of Prosthetic Hand Using Forearm EMG 

[2] Research Motive : 

- Hand gesture classification of prosthetic hand EMG-based control method is 
insufficient for patients to use it in their lives. 

- Explainable AI model is necessary 

Research Subject & Motive



Research Method

[1] Measure forearm EMG  & Film the subject’s hand
[2] Build a machine learning model :  Encoder + Decoder + Attention
[3] Train the model  
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Model description : 1 Encoder + 5 decoders with 5 attentions 
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Research Result

[1] Model test result
[2] Attention matrix result 
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Attention matrix result EMG data 



Research Novelty & Contribution

[1] This study proposes a explainable deep learning model that can predict finger joint 
angles by forearm EMG signals

[2] The proposed model can predict more complex data set (Task2) after the model was 
trained with simple data set (Task1)

[3] After-trained attention matrix (one of model results) implies the model learns the 
nonlinear relationship of EMG data and finger joint angle. This supports that the proposed 
model is explainable 


